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SOLVED PAPER

B.A./B.Sc.-lll (Annual) MATHEMATICS
(MATRICES)

Time : 3 Hours Maximum Marks : 70

Note : Attempt five questions in all. Section A (Question No. 1) is compulsory. Attempt four
questions from Section-B, selecting one question each from the Units-I, 1I, IIT and IV.

Marks are given against questions. ‘
SECTION - A EE_S_’__E_’BV&

Compulsory Question
1. (i) Define orthogonal and Unitary matrix.

Sol. Unitary Matrix : A square matrix P over the field of complex numbers is said to be

unitary if and only if P’P=1. SYNANG GARG

Orthogonal Matrix : A square matrix P over the field of reals is said to be
orthogonal if and only if P'P =1L

(ii) Define consistent and inconsistent system of linear equations.

Sol. Consistent System : A system of equations is said to be consistent if its solution
(one or more) exists.

Inconsistent System : A system of equations is said to be inconsistent if its solution
does not exist.

(iii) Define rank of a matrix.
Sol. Rank of a Matrix : A number 7 is said to be rank of a non-zero matrix A if

(a) there exists at least one minor of order of A which does not vanish, and

(b) every minor of order (r + 1), if any, vanishes

) ; . 1 2 3 4
(iv) Determine the rank of matrix : .

0 -1 4 2
Sol. A= I
0 -1 4 2
1 2
Now 0 = —1 — 0= —1, which is not zero.

SA possesses a non-zero minor of order 2.

o PRANE2, . ()



* A does not possess any minor of order 3. :
L p(A) <2 -+(2)
From (1) and (2), we get,
pA)=2.
(v) Define eigen-value and eigen-vectors of a matrix.

Sol. Eigen Values and Eigen Vectors of a Matrix
Let A be a square matrix of order » over a field F. A scalar A € F is called an

eigen value of A iff there exists a non-zero » X 1 column matrix

r h

xl . '
*2
X =|"2 | such that AX=4X @

The non-zero column matrix X is called the eigen vector of the matrix A
corresponding to the eigen value A of A.

(vi) Define basis of a vector space.
Sol. Basis : Let V (F) be a vector space. A subset B of V is called a basis of V iff

(@) B is linearly Independent set

(b)) L(B)=V ie, B generates (spans) V.
or in other words every element in V is a linear combination of the elements of B.
(vii) Define Dilation Mapping.

Sol. Dilation : A mapping T : R” - R™ is known as a dilation or magnification if

T (X) = k X for some k € R™ is a fixed constant and X € R” is any vector and

k> 1.
But if 0 < & < 1, then this mapping is known as a contraction.

(viii) Show that the transformation matrix T is a pure rotation, where
T= cosf siné
—sinf cosf|

Sol. We know that when the direction of axis without changing the origin, is changed
then relation between old coordinates (x, y) and new coordinates (x', ") is given by

x' =xcosf+ysinb S\:
y' =—xsin@+ycosf &\/
« []-Le il >

y _—sinH cos@ ||y

transformation T is given by '1 o)
" cos@ sin QJ

T:
_—sinH cos &

(2x8=]6)




SECTION -B
Unit-I

i A is a skew-syn}rr}etric matrix and I + A is non-singular, then show that
) (a B=(-A) (I+A)™ is orthogonal matrix. ‘

, since A is skew-symmetric.
S0k

| A=—A W
Also+AS non-singular = (I+ A)™ exists. _—

Now B=(1-A)(+A)" will be orthogonal é 12
if B'B=1

e i (-HTFATA-Ha+A=1 ¢ >

ie. if [(I + A)-l]r (I —-A) (I1- A) I+ A)—l =1
e if [A+A)TA-AY I-A)A+A)'=1

je. it (I=A)TI+A)I-A)(I+A)"=1 [ of (1)]
o if [A-AT'@-A[A+A)A+A"=1 & ,
je. if I.I=I ‘3 (-) S "
ie. if I=1 which is true. UV% 0
Hence the result. )
(b) Using elementary transformation, find the rank of the matrix W
7
1 -1 1 5
A=1|2 1 -1 -2 6%, 7)
3 -1 -1 7
S2
(1 -1 1 5 @ — <
A= 1 -1 =2 ~
= £
| -1 -1 7 8
11 5 g
~ 3 -3 -12 |,byR,>R,-2R;,R; = R; - 3R jal
! 2 -4 -8 N

~100 1 -4|,byR,»R,—Ry 2
02 -4 g

Fl -1 1 5_’ 3
Y11 -4 byRy s> Ry -2R, prm—




1 0 0 0
0 1 1 -4 ,byC2—>C2+C1,C3->C'3—C|,C4"C4—5C1
10 0 -6 0
1.0 0 0
0 1 0 0] byC—>Cy—CyCi>CatiC
10 0 -6 0
1 0 0 0 -\ 1 O 0
Therank of | 0 1 @ 0 | is 3 as the minor |0 1 0| ==6=0o0f
0 0 -6 0 0o 0 -6
order 3 does not vanish
p(A) =3.
1 -1 2 -1
3. (a) Reducethe matrix | 4 2 -l 2 | to normal form. Hence find rank.
| 2 2 -2 0
| 2 -1
Sol. Let A=|4 2 -1 2
2 2 =2 0
1 -1 2 -1 1 0 O (L 00 0]
4 2 -1 21=10 1 0]A 0108
2 2 =2 0 0 0 1 00 =ik G
0 0 0 1]
1 -1 2 -1 1 0 0 (1 0 0 0-1
=06—96=—410A0100,
0 4 -6 2 -2 0 1 0 0 L0
0 0 0 1]
by R, > R;— 4R}, R; R;—2Ri
1 0 0 0 1 0 0 (11 -2 1]
' 0 1 0 0
Llo 6 -9 6|=-4 1 OJAl o ob
0 4 -6 2 -2 0 1 0 o 0 !
byc2—>cz+c1,c3—>c3—2c.,c4—>c4+Cn
I 0o 0 0 1o (11 =2 1] ]
IR S A M L
o 4 -6 2 -2 0 1 0 0 0 1



L~ [ 1 0
o 0 0 2 1
MENE

o 0 0 -2 3_3
0 33

[ 1 0 0

100 0 _Elo
0]0 0l|=| 3 6

2 _ 2 2
o0 0 0 2 75 |

[ 1 0 0]
o0 0] 21
> 0]00—_- 3 6
o0 0 1| |_11_1
33 2]
[ 1 0 0 K
tooio] |21,
sl010i0|=| 3 6 |A|O
!
o0 1o [_LI_11 fo
33 2] |,
* [ O]=PAQ
BEEIEEE
2 1
)
whereP=l 3 6 |,Q=|0
LR
[ 33 2] 0 0
rank of A =3,

1

S —N|w|~—

’ b}’ R3 nd R3~—4R2

by C; » C;+ 'g'cz, Ci=»Cyr G

o N W —

S =N —

| I

S —N|w|—
]

| I

0

i
—

|
’ b)’Rs"’—ERs

(=)

p—
—

s byC3*>C4

() Show that k= 6 is the only real value for which the following equations have

hon-zero solution -
X+2y+3z=kyx
3x+ty+2z=ky

2x+3y+z=k;

(6%, 7)



Sol. The given equations are
x+2y+3z=kx
3x+y+2z=ky
2x+3y+z=kz

which can be written as
(I-Bx+2y+3z=0
3x+(1-ky+2z=0
2x+3y+(1-£k)z=0

{1-% 2 3 X

oo | 3 1=k 2 ||y]|=0

L 2 3 1-k || z

The equation has a non-zero solution

1-k 2 3

if 3 1-k 2 {=0

2 3 1-%

1- 1-k
if (l-k)‘ ; 2 ‘—2‘3 2 : l

L

®

+3 =0

3 1-k 2 1-k 2 3

if (1-k) [(1 - k)’ - 6] -2 [3(1- k) —4] +[9-2 (1—k)] =0

ie. if  (1—k(B-2k-5)-2(3-3k-4)+3(9-2+2k)=0
ie. if —B+3K+3k-5+6k+2+21+6k=0
ie,if®—3K-15k-18=0

I

®

k=6 is a root of this equation [- 216108 -90-18=0]
Remaining roots of this equation are given by
F+3k+3=0

=3+ i3
2
—3+i\3 -3-i3
k=6, ,
2 2
only real value of £ is 6.

k

Unit-# |

4. (a) Find A~! by using row elementary operations, if A =

S W
ok
N

Sol. Let A=

S W =
St
[\]



(1 2 1 1 0 0
= (3 1 2/=1/0 1 olA
] 1 2 0 0 1
i 2 1 1 0 0
= 0 -5 -1l =|-3 1 0 A,bYR2—>R2—3R1
0 1 2 0 0 1
i 2 1 1 0 0
= |0 1 11}=]-3 1 6/|A byR,>R,+6R,
o 1 2 0 0 1
1 0 211 [ 7 -2 _12
= (0 1 11| ={-3 1 6| A,byR; = R; —2R,, R; = R; — R,
0 0 -9] 3 -1 -5
1 0 -21] 7 -2 -12
= |0 1 11| =| -3 1 6 A,byR3—>—\lR3
1 1 5 9
0 0 1 = = =
- 3 9 9]
o L _1
1 0 O 3 3
_ lo 1 ol-= % _% _é A,byR, > R; +21R5, R, > R, — 1R,
0 0 1 1 1 S
3 9 9
= 1=A"A
- 1 _l_
0 5 3
1 2 2 _1
A = ’3’ 9 9
[ S
3 9 9.

1 2
, _ 6%, 7
(b) Diagonalize the matrix [3 2} ¢

1 2}
Sol. Let A7 |3 2

I:[l 0} - 1-[g ‘]

o |



e e S S R S

[1-2 2
A‘““[ 3 2~AJ

Characteristic equation of matrix A is |A—41[=0

’1-/1 2

3 2-4179

or

or  (1-H2-DH-B3)@)=0 or A*-34+2-6=0
or  A*-34-4=0 o @GA+1)(@A-4=0

A =—1, 4 are the eigen values of A.
The egien vector X ;[ ¥ } # O corresponding to the eigen value 4 =— 1 is given by
y

AX=1X or AX=-X
oo  (A+D)X=0

2 2|x| |0 2 2(x]_ |0
3 3|y 0 0 Oy 0
Now the coefficient matrix of thee equations is of rank 1. Therefore this equation

has only 2 — 1 =1 L.I. solution. Thus there is only one L.I. eigen vector corresponding to
the eigen value — 1. These equations can be written as

2x+2y=0, or y=-x
Take y=-1, Soox=1

1
X= [ J is an eigen vector of A corresponding to the eigen value — 1.

3
The eigen vector X = [ :l # O corresponding to the eigen value A =4 is given by
Y

AX=4X, or (A-4D)X=0
-3 21lx| |0
3 =2||y 0
-3x+2y=0, or x =
Take py=3, .. x=2

2
X = { q] Is an eigen vector of A corresponding to the eigen value 4
_) .



1 | ) | 1/3-6 6-4 1 2
P AP = = ._

30 21-1 3] 501+3 2+2(|-1 3
11-3 2y 1 2 _1/=-3-2 -6+6] [-5 o
5L 4 4=l 3] 5| 4-4  g+12 0 20

-1 0 ,
= [ 0 } which is a diagonal matrix.

|

4

5. (a) Find the invariant points of the transformations defined by
x'=1-2y,
Y =2x-3

Sol. For invariant points, we must have x’' = x and y' =y.
Therefore, x'=1-2y = x=1-2y
and Y =2x-3 = y=2x-3

7
x=1-22x-3) = x=1-4x+6 > 5x=7 = xr—;

7 __1
y—2x—3—2(gj— -

7 1
the invariant point is (x, y) = [-5—, - g] .

(b) Show that the following equations are consistent. Hence find the solution :
x—y+z=5
2x+y—z=-2
3x—y—z=-7 (6%2, 7)
Sol. The given equations are
' x—y+z=3
2x+y—z=-2

3x—y—z= -7



These equations can be written as

1 -1 1] [ x 5
2 1 -1 y|=]-2
'3 -1 -1 z -7
1 -1 1[x] [ 5]
0 3 -3 =| -12 |,byR; » Ry —2R;, Rs > R5 - 3R,
_O —4J_ZJ _—22J '
[ -1 17 x] [ 5] 1 |
0 1 1]y |=|-12|,byR; = ERz,R3"§‘R3
_0 1 _2__ZJ _—22J
B -1 1] x 5
0 1 -1 y | = -4 ,bYR3—>R3—R2
0 0 -1]|: -7
1 -1 1 1 -1 1 5
Now rank of | 0 1 -1 |aswellasof | 0 1 -1 -4 |is3
0 0 -1 0 o -1 -7

given system of equation is consistent and has a unique solution which is given by

y=T7=-4 => y=3

x—3+7=5 = x=1

solutionis x=1, y=3, z=17.
Unit-III

6. (a) Prove that a non empty subset W of a vector space V (F) is a subspace of V iff
W is closed under addition and scalar multiplication.

Sol. Given W is a subspace of V (F)

. By def. of vector subspace, W is closed under addition and scalar multiplication.

Hence the result holds.
Conversely. It is given that W is closed under addition and scalar multiplication

= Forall x,yEW,a €EF
..(1)

..(2)

we have x + yEW
ax €W
"We have to prove W is a subspace of V (F).



BRSNS

Now —1 €EFand x€ W

> 1) xEW (Using 2)
> —x€EW

[Since x € W implies x € V and (- 1)x=—x holds in V]
so that addative inverse of every element in W exists.
And V xEW, —xeWwW
= x+(-x)EW (Using 1)

> oew
so that addative identity exists in W
xt0=x=0+xVxew
and V x € W, there exists — x € W such that
X+ (=x)=0=(-x)+x.

Now, since WCV ; e., all the elements of W

are also the elements of V, therefore,
we have

Xty =y+x.Vx,yew

X+ Fz=x+(y+2) Vx,y3zeEW

a(x+y)=ax+ay Y a€F, x,yEW

@+B)x=ax+Bx V a,ﬂEF,xew

l.x=x V x€Ww, 1 €F.

Thus W satisfies all the axioms for a vector space
= W is a vector space over F
Hence W is a subspace of V (F).

(b) Let R be the field of reals and V be the set of vectors in a plane. Show that v R) is
vector space with vector addition as internal binary composition and scalar
multiplication of the elements of R with those of V as external binary composition,

(6%, 7)

Sol. Given R2 =R xR={(x,»)|xyER}
R = {(x x,y €R The elements of R? are ordered pairs a
- y } ( .
{( 2 y) I 2

R2 is a set of vectors in a plane)

. 2
orsin R

ition of vect o
Here, we define aad - € R and the scalar multiplication of , ER

)+ (¢ z)=(x+t,y+z). for x, ¥, L,

as (x, y ).

2 = (ax,
and (x,y) € R™ as a (x,)



I. Properties under addition

A-1 Closure. Let (x1,1), (x2,)2) € R
= x,,%,»ER
= x;+x, 1ty ER
Gy )+ (2, 02)= @+ x, T y2)
e R%.
= R? is closed under addition.
A-2 Associative. Let (x1,y1), (x2,32), (3,3 ) € R?
Now [(x1,y1)+ (2, »2)]+(xs,3)
= [Ge1+x2, 01+ 32)] + (63 3)
= (G +x2) + x5, (Y1t 2) +y3)
=1+ (a+x3 ), 1+ (2 t»)) [ -+ Associative Property hold in Reals]
=, Y1) Tt X3,y ys)
= (o) T [0, 32) + G, p3)]
= addition is associative in RZ.
A-3 Existence of addative identity.
Forall (x;,y;) € Rz, there exists (0, 0) € R2
such that (x;,y1)+(0,0)=(x; +0, y; +0)
=(x1,)1)
and (0,0)+(x,»1) =(0+x,0+y)
=x1,)) \
= (0, 0) is addative identity in R?.
A-4 Existence of addative inverse.

Let (x, y) be any element of R?

= (-x,—y) € R2 [Since x,y EReals = —x,—yE Reals]
Now (x,))+(x-»)=(Ex+(=x), y+(-))

=(0,0)
and (—x,—»)+xy) =(x+x,—y+y)

=(0,0)

Y +Ex-y) =0,00=(x-y)+(x,y)

= (—x,—y) is the addative inverse of (x, y) for each (x, y) € RZ.



A-5 Commutative. Let (x;,);1), (x2,) € R?2
Now (x1, )+t (2, »m)>=@+x2, y1+),)
=@2tx1, y2+yp)
[ addition is commutative in reals]

=(2,02)+ (3, yp)

= addition is commutative in R?2
II. Properties under scalar multiplication.

M-1 Leta €R, (x,y) € RZ;x,vER
Then « (x, y)=(ax,ay)
c R?2 ..
[ @ ERand x,y €R = ax,ay €R]

M-2 Let a €R ang (x1,y1), (x2,),) € R?

Now a[(xl,y1)+(x2,y2)]
=af(x +x,, Yity))
=(a (v +x,), a(yi+y,))
=@ax+ax,, ayitay,)
=(ax1,ay1)+(ax2,ay2)
=a (xl,J’1)+a(xzaJ’2)-
M-3 Leta,fER and (x,,y,) e R2
Now (a+p) (x1,y,) =((a+ﬁ)x1,(a+,8)y1)
=(@x +fx,, ayitBy)
:(axlaayl)+(ﬁx1::3y1)
= (L )+ B (L ).
M-4 Leta,f €R and (x;,y,) € R?
Now (ap)(x,») =((@B)x, (@p)y)

=(@(Bx), a(By) =a(Bx,By)
=a(f ).

M-5 Let 1 €R and (x;, y) € R?

Now LGy, )=0 .x,1.y) |
=(x1: yl)

P
Hence R~“ is a vector space over R.
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(a) For what value of k, will the vector V = (1, &, —4) be a linear combination of
Vi=(1,-3,2) and V,=(2,-1, 1).

Sol. If V=(l,k —4)is a linear combination of v, =(1,-3,2) and V2=(2,—1,])

Then V =,V + a,V, for some scalars a; and &
> (k-4 =a (1,-3,)+6 2 -1, D=(@,-3a20) @206, ~0,q)
:(a1+2,az,—3a1—a2a2a1+a2)

By equality of vectors, we get,

a1+2a2 =1 (1)
—3ai—a; =k +(2)
e, et -0)

Multiplying (3) by 2 and subtracting it from (1), we get,
o t2a,-4a,-2a,=1+8

> -30;,=9 = a;=-3

Put this value in (1), we get,
-3+2a,=1 = 2a,=4 = a,=2

Putting the values of a; and «, in (2), we get,
-3-=3)=2)=k = k=1.

(b) Prove that B = {(1, 1,0, 0) (0, 1, 1, 0) (0, 0, 1, 1) (1, 0, 0, 0)} is a basis of R*

and determine the co-ordinate of (2, 3, 4 —1) relative to the ordered basis B.

(6%,7)

Sol. As dim R* = 4, thus to show given four vectors form a bases of R*, it is sufficient to
check these vectors are L.I over R

Let a(1,1,0,0)+5(0,1,1,0)+¢(0,0,1,1)+d(1,0,0,0)= (0,0, 0,0)
= (atda+bb+cc)=(0,0,0,0)
a+td=0,a+b=0,b+c=0, c=0
> a=b=c=d=0
given vectors are L.I over R
Hence the given vectors form a basis of R* (R).
IInd Part : Let x, y, z, w € R such that
(2,3,4,-1)=x(1,1,0,0) + y (0, 1, 1,0)+z(0,0,1,1)+w(1,0,0,0)
=(x+w x+ty y+z 2)
X+tw=2, x+y=3,y+z=4, z=—]
= z=-=1,y=5 x==-2, w=4

(2,3,4,-1)=-2(1,1,0,0)+5 (0, 1, 1,0)+(=1)(0,0, 1, 1)+4(1,0,0,0)
= required coordinate vector is (=2, 5, —1, 4).



—_— Unit-IV

Determine the eigen values and eigen vectors of the matirx

. (@)
8 3 1 1
2 4 2
1 1 3
(3 1 1]
Sol. Let A=12 4 2
11 3]
(1 0 0] A 0 0
[=10 1 0 2> Al=|0 A 0
(0 0 1] 0 0 A
3-4 | |
A-Al=| 2 4-4 2
| 1 3-4
the characteristic equation of A is | A — I |=0
3-1 1 1
or 2 4- 2 | =0
1 1 3-1
6-4 6-1 6-41
or 2 4-4 2 :O,byRI*R1+R2+R3
1 1 3-4
1 ] 1 1 0
or (6-A)|2 4-A 2 |=0 or (6-4)|2 2-4 0 |=0
1 1 3-2 l 0 2-4
or (6-A[(HE2-H@2-V]=0
or (6-1)(Q2-A)y=

A=2,2,6
which are the eigen values of A.

x . - .
The eigen vector X = [v} = O corresponding to the eigen value 4 = 6 is given by
e eig

7
~

AX=AX or (A-61)X=0

-3 1 1 g 0 1 -3
) -2 2 ) =10 or 2 -2 2
o “1 | ~3 0 -3 1 |

S i
B R
I
S o o

8]



or |0 -4 y|=

o
N
I
o0
N

| 1 =3 x 0
8 =10, byR, >Ry —2R, Ry > Ry 73R,
J
0
0
0

1 1 -3||x
or [0 -4 8||y|= ,by Ry > Rs + Ry
0 0 0]z

Now the coefficient matrix of these equations is of rank 2. Therefore these equation
have only 3 —2 =1 L.I solution. Thus there is only one L.I. eigen vector corresponding

to the value 6. These equations can be written as

x+y-3z=0
-4y+82z=0 > y=2z
“x+2z-3z=0 > x=z
Take z=1, Sox=1y=2
1
X =2 | is an eigen vector of A.

1

b
The eigen vector X = | y | # O corresponding to the eigen value A = 2 is given by

4

AX=2X or (A-2D)X=0

1 1 1][x] 0
or |2 2 2|ly|=]0
11 1] z] 0
1 1 1][x] 0
or 0 0 Of|{y|=1]0 ,byRZ*Rz—R1=R3*R3—R1
100 0f|z] 0

The coefficient matrix of these equations is of rank 1. Therefore these equations
have 3 —1 =2 L.I solutions. These equations can be written as

xty+z=0 or x=-y—z
Take y=1,z=0 ; y=0,z=].
-1 -1
Therefore we find two L.1. eigen vectorsof Aas | 1 |and| 0/
0



] ;r+y~7

]

associated with this linear transformanon. (672, 7)

Sol. IfT: R’ — R? be defined by

I
|
() Let T: R® -5 R? pe defined by - ;’ :!I then find the matrix

N\~><

27C —-yt+z

( * 1 P 1
’)’_‘.Ly—z . . . .
T‘ . [276 y+z| We are to find the matrix associated with this
| z ' | -
transformation

Consider the usual basis for R>

I 1 -1
Then the matrix A is given by A = [2 ] ]J.

9. (a) Find a matrix representation for counterclockwise rotation of the plane about
origin through 90°.

Sol. Let T:R? »>R?be a linear transformation denoting rotation through 90°.

a b
Let A= [ dJ be a matrix associated with this transformation
c
.. T(X) =AXV X € R?
. 1 ,
As we know that the rotation through 90° will transform the vector [OJ on the x-axis

0 0 -1
to | [ and on the y-axis to
I ! 0

Y

1

ﬁ\'_<

X




0 -1
Also TE)} -{ﬂ and T{]}:{O}
But we know that T (X) = AX so
_0— _a b 1 r_] _ a b 0
1] e d oand{o c d]|!

On solving these equations, we have

BRESNH

= a=0,b=-1,c=1,d=0

b 0 -1 . °
So matrix A = {a d}: {1 0 } represents rotation of plane through 90°.
c

(b)) Let T: R? > R? be the projection onto the x-axis. Find the eigen values and
the corresponding eigenvectors for T. Interpret them geometrically. (6%, 7)

Sol. As we know that projection onto x-axis is given by

T {x} = {;} and the matrix associated with this transformation is
Yy
1 0
A —
1 0 A0
1—[0 1} > '“"[o J

The characteristics equationis |A — A 1|=0

1-4 0
0 -4

or =0 = (—AHA-AH=0 = A1=0,1

x .
The egien vector X =[ } # O corresponding to the eigen value A = 0 is given by
y
AX=0
1 O |x| |0
0 0| |y 0
x =0, but y is independent so it can be any value, so

x 0]. : .
X = { }= {k} is the associated eigenvector.
y



v

|

N # O corresponding to the eigen value 4 -
wricen vector
[he epet

" Lis given by

AX X or (A hHhX O

N

v 0, butx can take any values so

0 0 v

0

0 I

X k

v be its eigenvector, £ is
‘ ()

any real no.
.
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